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1. Introduction 

Aircraft components may be subjected to impact damage 

caused by debris and hail during operation. The conventional 

approach to impact damage evaluation is based on visual 

inspection followed by more detailed nondestructive evaluation as 

needed. This approach is time consuming and prone to human 

error. A health monitoring system can be applied during operation 

to automate the recognition and localization of impact damage, 

either in addition to or as a partial replacement for visual 

inspection, due to recent advances in sensing technology and data 

analysis methods. 

Acoustic emission (AE) is a structural health monitoring 

method of interest due to its extreme sensitivity to damage 

propagation in composite materials [1-11]. Several researchers 

have explored AE for fiber composite material [12-16]. For 

example, Marec et al [12] investigated the identification of damage 

in composite materials, where AE monitoring was employed 

during the three-point bending test on a fiber composite specimen. 

Several parametric features were extracted from the signals and 

those features were utilized for clustering through unsupervised 

pattern recognition with reasonable correlation observed between 

damage mechanics of the composite specimen and the clustering 

result. Liu et al. [13] used AE to study the failure and damage 

evolution of carbon fiber/epoxy composite laminates, where AE 

signals were collected during tensile testing and compared with the 

results provided by scanning electron microscopy (SEM). The 

study indicated that the failure modes of the carbon fiber/epoxy 

composite laminates including the fiber/matrix interface 

debonding, breakage and delamination, splitting matrix cracking, 

and fiber pull-out could be reasonably identified by the signals 

recorded. Whitlow et al. [14] developed a method to associate the 

final failure in continuous fiber reinforced ceramic matrix 

composites (CMCs) with AE signals recorded during in situ 

monitoring while digital image correlation (DIC) was 

implemented to obtain the surface strain measurements, with 

reasonable agreement found between the two methods. Saidane et 

al. [15] studied the evaluation of damage mechanisms during 

tensile tests in hybrid flax-glass fiber reinforced epoxy composites. 

The results from AE monitoring were compared with the results 

from SEM, and the authors presented the conclusion that the 

cumulative AE energy could indicate the overall failure of the 

composite. Khamedi et al. [16] worked on the identification of 

failure mechanisms of unidirectional carbon/epoxy composites, 

where the recorded signals were converted to wavelets and 

compared with SEM observations. The results of this study 

demonstrated that the results obtained with the transformed 

wavelet approach were in agreement with damage mechanisms 

observed in unidirectional carbon/epoxy composites.  

AE has likewise been explored for characterization of damage 

due to impact on fiber composite materials [17-18]. Mal et al. [17] 

utilized AE to detect low velocity impact on graphite epoxy 

composite plates. The response of the plate was approached 

through modified lamination theory to obtain the detailed 

information on the relationship between the impact load and the 

signals. The results indicated that the occurrence of an impact 

loading can be easily detected from AE signals and delamination 

damage can be determined by analyzing the waveforms of the 

recorded AE signals. Saeedifar et al. [18] monitored damage 

initiation and growth in carbon epoxy laminates under quasi-static 

indentation and low velocity impact using several AE sensors. 

They concluded that AE is a powerful method to detect the 
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creation and growth of barely visible impact damage (BVID) in 

composite materials.  

While the aforementioned indicates promise for the approach, 

one of the well understood challenges with AE monitoring is the 

collection of unwanted data and related to this discrimination 

between data associated with impact and other sources. This 

challenge is amplified for aircraft applications wherein a minimal 

number of sensors are allowed due to power and weight 

restrictions.  Challenges therefore exist with localization of 

impacts in complex structures, such as an aircraft elevator. 

Machine learning algorithms are therefore investigated as a means 

to achieve reliable localization of impact events with a minimal 

number of sensors. 

Artificial neural networks (ANN) have been explored in the 

past and are a form of artificial intelligence [19-29]. In previous 

work, Soltangharaei et al. [30] proposed a system to localize 

impact on aircraft components using AE. AE features were utilized 

as inputs to the ANN and source localization results were obtained 

as outputs. The results demonstrated that the impact localization 

using AE and ANN has the capability to provide reasonable 

localization results while satisfying weight and power restrictions. 

However, in this work only 100 AE signals were collected during 

the experiment and the specimen was divided into three zones for 

localization.  

In the current study, improved impact detection is explored 

based on prior work [30]. A larger amount of AE signals was 

recorded during impacts in a laboratory environment and the 

specimen was divided into more zones. AdaBoost is a machine 

learning model based on boosting method [31]. The efficiency of 

the impact source localization approach using AdaBoost was 

investigated and compared with the localization approach using 

ANN. Results show that the impact monitoring system using AE 

and AdaBoost has a higher accuracy in locating the impact when 

compared to ANN. 

2. Theoretical Background 

The procedures in the proposed system include the in-flight and 

after-flight phases. The different steps of the in-flight/on-board 

detection and after-flight/off-board analysis is identified in the 

flowchart shown in Figure 1.  

Figure 1. Procedures for smart impact detection system 

In the in-flight phase, the initial signals received by the AE 

sensor are analog which can be analyzed after sampling and 

processing. The analog AE sensor signal is first passed through a 

hardware bandpass filter. Then, the analog signals are sampled and 

converted from analog to digital. Further processing of the signal 

is dependent upon a settable threshold for the signal amplitude. 

Processed signals are stored in the system after sampling. The 

stored signals are used on the ground in the after-flight phase to 

localize impact events. Several parametric AE features are 

extracted from the stored signals, with some details about the AE 

features described in Section 4. Feature storage after extraction is 

utilized as the input for machine learning models for source 

localization. In this paper, ANN and AdaBoost are explored. 

3. Methodology 

3.1. Acoustic emission 

AE is a physical phenomenon related to stress waves generated 

by the rapid release of elastic energy when cracks or damage are 

formed in materials [32-33]. By attaching AE sensors to the 

surface of an object AE signals can be detected and recorded. The 

technique of collecting and analyzing AE signals to diagnose the 

status of an object is referred to as AE monitoring [34]. By 

processing the AE signal, different AE features can be extracted. 

Schematic representations of commonly used AE features such as 

“Amplitude”, “Counts”, “Energy”, “Rise time” and “Duration” are 

shown in Figure 2. 

Figure 2. Schematic of acoustic emission approach 

3.2. Back-propagation artificial neural network (BP-ANN) 

The neural network adopted in the current work is a back-

propagation artificial neural network (BP-ANN), which is one of 

the most popular techniques in the field of ANN [35]. It consists 

of an input layer, several hidden layers, and an output layer [36]. 

In each layer, there are multiple processing elements, called the 

neurons. Each of the neurons is connected to all others in the 

adjacent layers [37]. The number of neurons in the input layer and 

the output layer corresponds to the number of input variables and 

the dimension of the outputs [38].  

Figure 3. Three-layer artificial neural network 

Figure 3 shows a typical three-layer artificial neural network 

consisting of layer i, j, and k. The number of neurons is 𝑚 for layer 

i, 𝑛 for layer j and 𝑙 for layer k. 𝑊(𝑖𝑗) and 𝑊(𝑘𝑗) are the weights 

between the neurons in adjacent layers. The values of m and l are 
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related to the problem for solving, and n is determined by the 

network designer. 

The calculation of a BP network consists of feedforward 

calculations and error backward calculations. In feedforward 

calculations, the input layer neurons receive the processed data, 

and the weighted sum corresponding to each neuron in the next 

layer is obtained by Eq. (1): 

𝑛𝑒𝑡(𝑖)  ∑ 𝑊(𝑖𝑗)
𝑛
𝑗=1 ∙ 𝑂(𝑗)                                                  (1)                                                  

Where, net is the net input of the i-th neuron, 𝑊(𝑖𝑗) is the weight, 

and 𝑂(𝑗) is the output of the j-th neuron. 

The output of the i-th neuron is obtained by submitting the 

weighted sum to the activation function, which can be linear, non-

linear, or a unit step function. The S-type activation function, 

which is usually used to describe the nonlinearity of the system, is 

expressed in Eq. (2): 

𝑂(𝑖)  𝑓[𝑛𝑒𝑡(𝑖)]  
1

1+𝑒
−𝑛𝑒𝑡(𝑖)

                                             (2)                                             

Where, 𝑂(𝑖) is the output of the i-th neuron. 

The result obtained by the output layer will be utilized to 

generate an error. The error E is defined as shown in Eq. (3): 

𝐸  
1

2
∑ [𝑑(𝑘) − 𝑂(𝑘)]

2𝑙
𝑗=1                                                   (3)                                                                   

Where, 𝑑(𝑘) is the label value. Labels refers to the informative 

tags of the corresponding input. 𝑂(𝑘) is the prediction value in the 

k-th neuron of output layer. 

To modify the weights to obtain more accurate results, the error 

of the output layer will be back propagated to the previous adjacent 

layer using the gradient descent method, and finally propagated to 

the input layer. The value of the weight change is obtained by Eq. 

(4):  

      ∆𝑊(𝑘𝑗)  −α
𝜕𝐸

𝜕𝑊(𝑘𝑗)
                                                      (4)                                                                  

Where, α is learning rate which adjusts the amplitude of the 

weight change. 

All the connection weights are assigned with random values 

initially, and then modified according to the results of the BP 

training process. The overall procedure is presented in Figure 4.  

Figure 4. Mechanism of a BP network 

3.3. AdaBoost algorithm 

The Boosting algorithm is an integrated learning technique that 

can enhance several weak learning models with a prediction 

accuracy that is only slightly higher than the random guess to a 

strong model with high prediction accuracy [31]. In the case where 

it is very difficult to directly construct a strong learning model, it 

provides an effective method for the design of learning algorithms. 

AdaBoost is the abbreviation of "Adaptive Boosting". AdaBoost 

is adaptive in the sense that subsequent weak learners are tweaked 

by weight in favor of those instances misclassified by previous 

leaners. Each weak model inside the AdaBoost obtains a function 

through repeated iterations. At the end of the iterations, a weight 

is assigned to each weak function. The strong prediction function 

is weighted by the weak functions [39]. 

In this paper, the decision tree was utilized as a weak learning 

model in the AdaBoost classification. Assuming the training 

dataset is an 𝑁  dimensional set 𝐷  
{(𝑋1 𝑦1) (𝑋2 𝑦2) (𝑋3 𝑦3) (𝑋𝑁  𝑦𝑁)}, 𝑋𝑖  refers to the  th input 

data, 𝑦𝑖  refers to the category of the  th input. Each input data 

which has   features is a   dimensional vector  {𝑥1 𝑥2 𝑥3 𝑥𝑘}. 
The classification threshold of the  th feature in one input 𝑣𝑖  can 

be provided by Eq. (5): 

𝑣𝑖  min(𝑥
 ) +  ∗ 𝑠                                                              (5) 

Where,  = 1, 2, …,  ,  = -1, 0, 1, 2…, 10. 𝑠 refers to the step 

size which can be calculated by Eq. (6): 

𝑠  
1

10
[(max(𝑥𝑖) − 𝑚 𝑛(𝑥𝑖)]                                              (6) 

A decision tree can be constructed based on the classification 

threshold of each feature in the input data. The procedure of the 

decision tree is shown in Figure 5. The decision tree with the 

lowest error is selected as the optimized tree 𝑇(𝑥)  that is 

implemented in the AdaBoost model.  

Figure 5. Mechanism of a decision tree 

An initial weight set 𝑊  is assigned to the AdaBoost model: 

𝑊  (𝑊1 𝑊2 𝑊3   𝑊𝑁). Every element in the weight set has the 

same initial weight  /𝑁.  

Assuming there are 𝑀 decision trees in the AdaBoost model. 

The error of the 𝑚th decision tree can be obtained by Eq. (7) 

𝜀𝑚  ∑ 𝑊𝑚𝑖  𝑇𝑚(𝑋𝑖) ≠ 𝑦𝑖
𝑁
𝑖=1                                                 (7) 

Where, 𝑊𝑚 refers to the initial weight of the 𝑚th decision tree.  

The updated coefficient 𝛼𝑚 can be calculated by Eq. (8): 

𝛼𝑚  
1

2
ln (
1−𝜀𝑚

𝜀𝑚
)                                                                   (8) 
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The updated weight 𝑊𝑚+1 for the next decision tree 𝑇𝑚+1 can 

be provided by Eq. (9) and Eq. (10): 

𝑊(𝑐𝑜𝑟𝑟𝑒𝑐𝑡)𝑚+1𝑖  
𝑊𝑚𝑖

𝑍𝑚
𝑒−𝛼𝑚                                              (9) 

𝑊(𝑤𝑟𝑜𝑛𝑔)𝑚+1𝑖  
𝑊𝑚𝑖

𝑍𝑚
𝑒𝛼𝑚                                                (10) 

Where, 𝑊(𝑐𝑜𝑟𝑟𝑒𝑐𝑡) refers to the weight assigned to the input 

data that was correctly classified by the last decision tree. 

𝑊(𝑤𝑟𝑜𝑛𝑔) refers to the weight assigned to the input data that was 

classified by mistake. 𝑍𝑚 is the normalization factor, which can be 

calculated by Eq. (11). 

𝑍𝑚  𝑠𝑢𝑚(𝑊𝑚)                                                               (11) 

The procedural flow of the AdaBoost model utilized in this 

paper is shown in Figure 6. AE parametric features are extracted 

from the AE signals and implemented as input. The final 

localization result is given by the model after the iterations of M 

decision trees. The influence of the number of decision trees is 

discussed in Section 5. 

Figure 6. The mechanism of the AdaBoost model 

4. Experiment 

4.1. Steel sphere impact experiment 

A steel sphere impact experiment was conducted on an aircraft 

elevator to validate the impact detection system proposed in this 

paper. The elevator was mounted on a steel frame made of 5-inch 

channels with an overall length of 6.10 meters and a height of 0.61 

meters. The hinge brackets on the elevator spar were connected to 

hinge points located on the frame. The impact experiment was 

conducted using a steel sphere of 0.013 meters in diameter. The 

weight of the steel sphere is 8.40 grams. The drop height of the 

steel sphere was kept constant at 0.61 meters for all the impacts 

(Figure 7). The impact energy of the steel sphere is 0.05 J. A guide 

tube was used to control the location and height of each impact. 

The size and material of the impactor and the drop height were 

control constantly.  The only varying variable during this study 

was the locations of impact. 

Figure 7. Steel sphere drop test 

There are 20 ribs in the elevator. Figure 8 shows the layout of 

the ribs in the elevator. Three locations were marked on each rib. 

The impact locations are shown in Figure 8 and marked as red 

points. Each location was impacted 60 times by the steel sphere. A 

PAC Micro-30 AE sensor was attached to the front spar of the 

elevator as shown in the Figure. 

Figure 8. Impact and sensor locations 

4.2. Acoustic Emission Instrumentation and Setup 

The hardware and software of the AE system were produced by 

the Mistras Group Inc., Princeton Junction, New Jersey. AE 

signals were acquired by a 16-channel DiSP system. The pre-

trigger time, which recovers AE waveforms before the threshold 

crossing, was defined as 256 μs. The sampling rate was 5MHz (or 

5,000,000 samples per second). The duration was set to 10,000 μs. 

The peak definition time, which means the time from threshold 

crossing to peak amplitude, was defined as 200 μs and the hit 

definition time, which determines the stop point of recording, was 

set to 400 μs. This is typically twice the peak definition time [40]. 

The hit lockout time, which prevents recording late-arriving 

signals and reflected hits, was set to 400 μs. 

5. Results and Discussion 

5.1. Define zones 

In this paper, the source localization of AE events was 

considered as the classification problem. The AE signals are 

classified to their corresponding zones. Five scenarios were taken 

into consideration. In scenario 1, the elevator surface was divided 

into 2 zones with each zone having 10 ribs. 

Figure 9. Five scenarios of zonal division 

 In scenario 2, all ribs on the surface were divided into 4 zones, 

with 5 ribs in each zone. In scenario 3, 5 zones were considered, 

each zone having 4 ribs. In scenario 4, the elevator surface was 
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divided into 10 zone with each zone having 2 ribs. In scenario 5, 

the elevator surface was divided into 20 zones, with each zone 

having 1 rib. The 5 scenarios of zonal division are presented in 

Figure 9. The zonal divisions were utilized as labels of the ANN 

and AdaBoost models. 

5.2. Input preparation 

During the impact experiment 3,600 AE signals were collected. 

Feature extraction was conducted on the AE events. The AE 

signals after extraction contain 15 features: “Amplitude”, 

“Counts”, “Rise time”,  “Duration”, “Average frequency”, “Root 

mean square”, “Average signal level”, “Energy”, “Absolute 

energy”, “Peak frequency”, “Reverberation frequency”, “Initial 

frequency”, “Signal strength”, “Frequency centroid” and “Counts 

to peak”. The feature-based dataset was implemented as training, 

validation, and testing in the ANN and AdaBoost models. 

5.3. Results of source localization using BP-ANN 

The dataset with 15 features was assigned to the BP-ANN as 

input. Ratios for training, validation, and testing datasets were 

3:1:2. In the 3,600 data signals, 1,800 of them were randomly 

selected and assigned as training data, 600 were randomly selected 

as validation data, and 1,200 were randomly selected as testing 

data. A trial-and-error test was conducted for ANN model 

configuration selection for scenario 1 (two zones), with the zonal 

division in scenario 1 was utilized as the label. One commonly 

used method in determining the number for neurons in hidden 

layers is: 

𝑁ℎ𝑖𝑑𝑑𝑒𝑛 ≤  𝑁𝑖𝑛𝑝𝑢𝑡 +                                                       (12) (

1) 

Where, 𝑁ℎ𝑖𝑑𝑑𝑒𝑛 is the number of neurons in the hidden layers 

and 𝑁𝑖𝑛𝑝𝑢𝑡 is the number of input features.  

According to Eq. (12) the maximum number of neurons is 31. 

An ANN with 1 hidden layer and an ANN with 2 hidden layers 

were tested while the neuron number of each layer was increased 

from 1 to 31. The test was repeated 100 times, with the averaged 

results provided in Figure 10. The highest accuracy (97.6%) is 

obtained when the configuration of ANN is two hidden layers with 

26 neurons for each of the hidden layers. Therefore, two hidden 

layers with 26 neurons for each hidden layer was selected as the 

configuration of the ANN for AE source localization.  

Figure 10. Trial and error results 

The localization of AE in scenario 1 (two zones) was repeated 

100 times. The averaged accuracy is 97.6% (Figure 10). The 

performance curve is provided in Figure 11a, with the least cross-

entropy for validation found in epoch 27. Therefore, the training 

process was stopped at epoch 27 and tested on the testing data. The 

classification results are shown in the confusion matrix (Figure 

11b). The numbers of AE signals successfully classified in their 

corresponding zones are shown in the main diagonal of the 

confusion matrix. In all the 1,200 test signals, there were 1,171 AE 

signals correctly located in the corresponding zone, with accuracy 

was 97.6%. 583 signals in zone 1 were correctly localized while 

the remaining 19 signals were assigned to zone 2 by mistake. 588 

signals in zone 2 were successfully classified to zone 2 while the 

remaining 10 signals were mistakenly localized to zone 1. The 

recall rate and precision of zone 1 are respectively 96.8% and 

98.3%, The recall rate and precision of zone 2 are 98.3% and 

96.9%. 

                             (a)                                             (b) 

Figure 11. The performance of ANN in scenario 1: a) 

performance curve; b) confusion matrix of ANN 

The AE source localization approach using ANN was also 

tested on scenario 2, 3, 4, and 5. The highest localization accuracy 

(97.6%) was observed in scenario 1. As expected, the accuracy 

decreases with increasing zone number. The accuracies were 93.5% 

in scenario 1, 88.2% in scenario 3, and 81.8% in scenario 4. The 

lowest accuracy was obtained in scenario 5 with the elevator 

divided into 20 zones. In all of the five scenarios. The dominant 

misclassification was on the neighboring rib. It should be notice 

that the concept of overlapping [29] was not applying in this study 

to reduce error. The comparison between various scenarios and 

different localization methods was made based on the same 

condition without considering overlap. 

5.4. Results of source localization using AdaBoost 

The data used for the training of this model was the same as that 

used for the ANN. In the 3,600 data signals, 2,400 were randomly 

selected for training. Five-fold cross validation was applied in the 

training process. The remaining 1,200 were implemented for 

testing. The influence of the number of trees inside the AdaBoost 

model was studied. The zonal division in all five scenarios were 

utilized as labels. The AdaBoost model was tested with tree 

numbers varying from 1 to 500, with an interval of 50. The results 

of scenario 1 (2 zones) are shown in Figure 12a. The accuracy 

increases rapidly when the number of trees increases from 1 to 150. 

The trend turns flat when the number of trees grows from 150 to 

500. The highest accuracy (99.2%) can be observed when the 

AdaBoost model has 400, 450 and 500 trees. 

                             (a)                                                   (b) 
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Figure 12. The performance of AdaBoost in scenario 1: a) 

accuracies of AdaBoost when tree number increases from 1 to 

500, b) confusion matrix of AdaBoost with 500 trees 

Source localization using the AdaBoost model with 500 trees in 

scenario 1 was repeated 100 times. Figure 12b shows the 

localization. The model can successfully localize 1,171 AE data 

signals to their corresponding zone. To be more specific, the 

number of the AE data that were correctly localized in the 

corresponding zones is respectively 592 in zone 1 and 598 in zone 

2. The recall rate and precision of zone 1 are respectively 98.8% 

and 99.5%, The recall rate and precision of zone 2 are 99.5% and 

98.8%. 

AE source localization using AdaBoost was also tested on 

scenarios 2, 3, 4, and 5. The results of all five scenarios are shown 

in Figure 13. The curves of accuracy versus tree number for the 

five scenarios reveal a similar trend. An obvious increase can be 

observed when tree number grows from 1 to 150. No obvious 

change of accuracy can be observed when the number of trees 

continually increases to 500. The highest localization accuracies 

are 96.5% for scenario 2, 94.2% for scenario 3, 89.9% for scenario 

4, and 78.9% for scenario 5. 

Figure 13. Accuracies of AdaBoost model for all scenarios 

5.5. Discussion 

The effect of zone number was investigated. In scenario 1 when 

the elevator was divided into two zones, the AdaBoost model with 

500 decision trees resulted in the highest accuracy (99.2%). The 

AdaBoost model with one tree, which can be considered as the 

decision tree without boosting, resulted in accuracy of 97.9%. The 

lowest accuracy (97.6%) was obtained by the BP-ANN model. In 

scenario 2 when the elevator was divided into four zones, the 

highest accuracy (96.5%) was acquired by the AdaBoost model 

with 500 decision trees. The AdaBoost model with one tree 

resulted in accuracy of 94.3%, while the BP-ANN model resulted 

in the lowest accuracy of 93.5%. In scenario 3 with four zones, the 

highest accuracy (94.2%) was observed when the AdaBoost model 

with 500 decision trees was utilized. The accuracy of the AdaBoost 

model with one tree was 88.9%. The lowest accuracy (88.2%) was 

provided by the BP-ANN model. In scenario 4 when the elevator 

was divided into four zones, the sequence was the same as scenario 

1, 2, and 3. The accuracy (89.8%) of the AdaBoost model with 500 

trees resulted in the highest accuracy. The AdaBoost model with 

one tree resulted in accuracy of 82.8%. The lowest accuracy 

(81.6%) was obtained by the BP-ANN model. In scenario 5 when 

the elevator was divided into four zones, the sequence was 

changed. The accuracy of the AdaBoost model with 500 remains 

the highest (78.9%), however, the BP-ANN model acquired an 

accuracy (64.8%) higher than the accuracy (59.5%) of AdaBoost 

with one tree.  

The curves of accuracy versus zone number are plotted in 

Figure 14. The accuracies of the three models decrease with more 

zones as expected. The AdaBoost model with 500 trees has the 

highest accuracy in every scenario. A very high accuracy close to 

100% was observed for the case of two zones, but it did not offer 

much improvement as there are 10 ribs in each zone. Human effort 

is still needed to identify which rib was impacted. The localization 

accuracy (78.9%) is low when the elevator was divided into 20 

zones. A relatively high accuracy (89.9%) is obtained when the 

elevator is divided into10 zones, with only two ribs in each zone. 

Human effort and human error would be substantially reduced 

through identifying impacts from two ribs. 

Figure 14. Influence of zone number 

 
Computing time is another factor to consider and evaluate for 

automated source localization. The localization accuracy and the 

computing time for training and testing of the BP-ANN and 

AdaBoost model with 500 trees are presented in Table 1. The 

computing process requires more time as the number of zones 

increases. In scenario 4 with ten zones, the training time for the 

ANN and the AdaBoost model with 500 trees were 2.6 seconds 

and 26.1 seconds, clearly indicating the BP-ANN requires much 

less time to train a model. The computing time for the well-trained 

model to provide the localization results based on testing input was 

similar for both approaches, with 0.2 seconds for the BP-ANN, 

and 0.3 seconds for AdaBoost with 500 trees.  

 

Table 1. Accuracies and computing times of BP-ANN and 

AdaBoost in different scenarios 

 

For the application envisioned, the localization model will be 

trained with historical AE signals collected and labeled in the past 

and therefore computational time will not be a primary 

consideration. In the after-flight phase, source localization will be 

Scenario Approach Accuracy Training 

time (s) 

Testing 

time (s) 

1 BP-ANN 97.6% 1.1 0.1 

AdaBoost 99.2% 14.1 0.2 

2 BP-ANN 93.5% 1.3 0.1 

AdaBoost 96.5% 17.7 0.2 

3 BP-ANN 88.2% 1.5 0.2 

AdaBoost 94.2% 21.4 0.3 

4 BP-ANN 81.8% 2.1 0.2 

AdaBoost 89.8% 26.1 0.3 

5 BP-ANN 64.8% 2.6 0.2 

AdaBoost 78.9% 32.2 0.4 
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conducted based on a trained model, meaning the testing time is 

the primary factor to consider. Therefore, the AdaBoost model 

which has higher accuracy and similar testing time is preferred 

over the ANN approach. Furthermore, the AdaBoost with 500 

trees and division of the elevator into 10 zones appears to offer an 

optimum solution among those considered.   

6. Conclusions 

A smart impact detection system for a thermoplastic aircraft 

elevator component is proposed to automate and thereby improve 

upon traditional visual inspection. To verify the effectiveness of 

the proposed system, an impact experiment was conducted on a 

real-scale elevator specimen. The system consists of a single AE 

sensor, associated cabling, and small onboard computing system. 

Acoustic emission signals were captured during the impact 

experiments. A BP-ANN model and AdaBoost model were 

utilized to localize the impact in five zonal division scenarios and 

results were compared. The influence of the number of zones and 

the number of decision trees in the AdaBoost model was explored. 

Pertinent conclusions are: 

1. Compared to the BP-ANN, improved performance was 

observed for impact detection and localization in all five 

zonal division scenarios when the AdaBoost model was 

employed.  

2. A significant increase of localization accuracy was observed 

when the number of decision trees inside the AdaBoost 

model increased from 1 to 150. When the number of trees 

increased to 500, the accuracy converged. The optimized 

number of decision trees for AdaBoost was found to be 500. 

3. The zonal division significantly influences localization 

accuracy. Both the BP-ANN and the AdaBoost model show 

a decay of accuracy when the zone number was increased 

from two to 20. When the elevator was divided into 10 zones, 

an acceptable localization accuracy was achieved from the 

AdaBoost model with 500 trees (89.9%). Comparing BP-

ANN and AdaBoost, computing time required for the well-

trained model is similar. With consideration to accuracy and 

computing time, dividing the elevator into 10 zones and 

using AdaBoost with 500 trees appears to be the optimum 

approach for impact source localization in this application.  

Further work could be an investigation of the effect of 

impact energy, and impactor material. The advanced deep 

learning algorithms like deep belief networks and 

convolutional neural networks could be applied to this system. 
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